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ABSTRACT

In this paper, we present BoostHDR, a novel method for compressing high dynamic range (HDR) images. The
algorithm leverages on a novel segmentation-based tone mapping operator (TMO) which relaxes the no seams
constraint. Our method can work with both JPEG and JPEG2000 encoders. Moreover, it provides better results
compared to the state of the art in HDR images compression algorithms in terms of bit per pixels (bpp), and
visual quality using objective metrics.
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1. INTRODUCTION

The HDR content capturing is now becoming very popular, allowing consumers to capture HDR images with
compact and DLSR cameras or even mobile phones. Moreover, DSLRs can be used for capturing HDR videos,12

and HDR video cameras are starting to emerge.6,19,26 This new era in capturing allows users to represent the
full luminance range that the human visual system (HVS) can perceive.
On the other hand, HDR content requires more memory for storing the extra dynamic range information than
conventional imaging at 8-bit or low dynamic range (LDR) imaging. For example, an uncompressed HDR pixel,
represented using 32-bit floating point, can require four times the amount of memory of an uncompressed LDR
pixel at 8-bit. This can negatively affect performances too, because more bandwidth is needed. For instance, it
would be prohibitive to manage a photographic gallery of uncompressed HDR images or to play HDR videos.

In recent years, algorithms for HDR content memory compression have been proposed. These methods are
typically based on existing compression standards such as JPEG, JPEG2000, and MPEG, which can be modified
or extended to handle HDR information. However, the community has not agreed on a common standard
encoding yet. This is quite critical, because the HDR imaging has reached the market as extra feature or app
for cameras and mobile phones.
In this paper, we present a novel compression algorithm which is based on an segmentation-based TMO, and
existing image compression standards such as JPEG and JPEG2000. Our key contributions are:

• Backward compatibility : the information in compressed images can be visualized by a JPEG or JPEG2000
standard viewer. This allows users to visualize part of the content when software that can decode our
compression algorithm is not present.

• Improvement over state of the art : our proposed solution provides better performances in terms of visual
quality and bpp than JPEG-HDR compression by Ward and Simmmons,29,30 JPEG 2000 by Xu and
Pattanaik,32 and Spatial RGBE by Boschetti et al.5

The paper is organized as follows. In Section 2, we present an overview on state of the art in HDR images
and texture compression. In Section 3, we present our algorithm for HDR images compression. In Section 4, we
evaluate our method in terms of visual quality and bpp. Finally, we conclude with limitations and presenting
future directions of development in Section 5.
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2. RELATED WORK

In this section, we present an overview on the state of the art in HDR image and texture compression. For a
more in depth review on these techniques we refer to Reinhard et al.21 or Banterle et al.2

2.1 Floating Point Formats

An uncompressed HDR image typically requires 96 bpp, which is four times the amount of an uncompressed LDR
image. This is because an uncompressed HDR color channel is usually encoded as single precision floating point
number. To handle this large amount of data in an efficient way, Ward firstly introduced the RGBE format31 ,
a compact and efficient representation of HDR RGB colors. This format stores an 8-bit mantissa for each color
channel and a shared 8-bit exponent for all channels, for a total of 32 bpp. Boschetti et al.5 extended the RGBE
encoding scheme for applying it to spatial compression using the JPEG2000 standard.
Another 32 bpp HDR format by Ward, that allows full gamut coverage and fast processing for TMOs, is LogLuv.10

LogLuv separates luminance and chrominance channels and stores them differently. The former is stored in the
logarithm domain using 16 bits, and the latter in the linear domain using the remaining 16 bits. A LogLuv
extension by Motra and Thoma14 exploits image statistics in order to reduce quantization errors and improve
the overall quality. This method was also applied to videos with further extensions.15

Industrial Light & Magic released their production format, OpenEXR,8 which has become very popular in the
visual effect industry and it is considered the de facto standard. This format represents HDR data using 16-bit
floating-point per channel for a total of 48 bpp.

2.2 HDR Images Compression

A more compact floating point format can help in reducing memory requirements, but high compression ratios
are typically achieved by exploiting spatial coherence and/or removing not perceptible frequencies to the HVS.
In the last years, several extensions to standard compression methods such as JPEG and JPEG2000 have been
proposed.
Ward and Simmons presented JPEG-HDR29,30 an extension to JPEG standard to handle HDR images keeping
retro-compatibility. This method tone maps an HDR image which is stored using standard JPEG compression.
Extra information for recovering HDR data is stored at low resolution in the form of ratio image in the application
markers of the standard for a maximum of 64 Kbytes. In order to take into account the lower resolution of
the ratio image, the tone mapped image is post-corrected. While JPEG-HDR can compress an HDR image
in 0.54 − 3.75 bpp with JPEG quality settings between 57 and 100, the visual error reaches 0.1 − 4.7% of
detectable pixel using VDP7 with tone mapped images at high JPEG quality settings between 90 and 100. Ward28

generalized this approach to images and videos for taking into account the reconstruction of high frequencies in
the gradient domain.
Li et al.11 proposed a sub-band architecture for tone mapping and memory compression of HDR images. During
the compression stage, an HDR image is firstly tone mapped decomposing the signal in sub-bands, which are
separately modified to reduce the dynamic range. Then, the compressed image is stored using a JPEG encoder.
There is no need to store extra HDR information, because the process is fully invertible. To improve quality,
a feedback loop is introduced to optimize parameters of tone mapping. This method can achieve a bit rate of
1.8− 4.8 bpp with a PSNR of 60− 70 db using uncompressed HDR images at 12-bit per color channel.
Xu et al.33 extended JPEG2000 for storing HDR images, exploiting its native support for 16-bit integer values.
Their algorithm reduces the range of an input HDR image using a logarithm with base 2. Then, values are
remapped in [0, 216] which are subsequently stored using a JPEG2000 encoder. This compression scheme can
achieve a compression rate of 0.48− 4.8 bpp, where the visual error reaches 2.3− 9.6% of detectable pixel using
VDP.
Okuda and Adami17 proposed a compression method based on an analytic inverse tone mapping operator and
JPEG. The tone mapping is based on the Hill function and parameters are calculated using a minimization
technique. While tone mapped images are encoded using a standard JPEG encoder, residuals, for increasing the
quality, are calculated and compressed using wavelets.

Regarding textures, a special image format for computer graphics applications,1 the main approaches adapt
block truncation coding and in particularly S3TC9 to handle HDR textures. They can leverage on bit opera-
tions,23,24 or color transformation,?,? or local block transformations,25 or histogram LDR parts separations,27



or analytic inverse tone mapping with minimization processes.4 All these methods can reach a compression rate
of 8 bpp at high visual quality.

3. ALGORITHM
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Figure 1. The pipeline for compressing HDR images with our method.

Our approach consists on a novel tone mapping operator which is based on the principle of segmentation
operators;2,21 to segment the image in different areas based on its luminance channel. For each zone of dynamic
range, we tone map the image based on its statistics; in our case the average luminance, but other statistics
can be employed in order to improve quality. Once the image is tone mapped, we encode it using JPEG or
JPEG-2000. Furthermore, we encode the segmentation map, Compression-Driven Map (CDM), which segments
the image in different areas of dynamic range, and their statistics. The encoding is performed using a loseless
compression scheme in order to invert the process during the decoding phase. The full compression scheme of
our method is shown in Figure 1.

In our method, we relax a constraint of segmentation TMOs; to avoid seams or halos at the boundary of each
segmented zone. While this may produce visual artifacts in the tone mapped image, it increases in the image
quality of the HDR images after decompression.

3.1 Compression-Driven Map

The first step of the segmentation algorithm is to extract from the input HDR image the luminance channel,
Llog, in base 10 logarithm. The luminance is then filtered in order to remove outliers; in order to keep strong
edges for segments we used the bilateral filter.3 Then, each pixel is assigned to an order of magnitude by a floor
rounding, this is the first rough segmentation. For each order of magnitude i in the image, the mean luminance
Lmean,i is calculated. At this point, if two mean luminance values of two segments do not have a distance of 1,
they will be merged. This process is iterated until a fixed point is reached. Finally, morphological filtering is
applied to remove isolated single pixels and noise.

More sophisticated methods, such as SuperPixels,22 could be employed for the segmentation. However, the
used method was found to produce good results for the compression scheme. The use of SuperPixels could
improve the final quality of the tone mapped image with areas following the contour edges in a better way.

The amount of memory required to store the CDM, which is required for decompression, is very small. The
encoding of each zone requires a 4-bit unsigned char for a total coverage of 16 levels of magnitude of dynamic
range. This is enough for most natural images. In our tests we had on average 3.35 zones per image with a single
peak of 8 zones. To further compress the CDM, we apply loseless compression scheme. In our implementation,
we used the PNG format in order to have a straightforward access due to the fact it is a popular and well
supported format. The CDM can be compressed at around 0.162 bpp, but the use of more efficient compression
scheme such as the popular 7z format18 can compress the CDM down to 0.11 bpp.
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Figure 2. An example of CDM computation: (a) The input HDR image, tone mapped using Reinhard et al.’s operator20

for visualization purposes. (b) The Llog of (a). (c) The rounding on (b). (d) The final CDM after merging segments with
a mean distance less than 1. The number of segments in this example is 3.

3.2 A CDM based Tone Mapping Operator

The other important block of our algorithm is the novel TMO. This takes as input the CDM and its associated
statistics, which are computed for each different dynamic range zone.

Each dynamic range zone can be encoded differently using different curves such as linear scaling, logarithms,
and sigmoids. Nevertheless, we found out in our experiments that a sigmoid for all dynamic range zones was
producing satisfying results. For the i-th dynamic range zone, Si, this is defined as:

Ld(x) =
aLw(x)

aLw(x) + b
(1)

where Ld(x) is the compressed luminance at position x ∈ Si, Lw(x) is the HDR luminance value, and a b are
the sigmoid parameters. a and b can be automatically computed using optimization techniques4,13,17 in order
to determine the best parameters. On the other hand, this approach can take a lot of time, e.g. up to a minute
for a megapixel image. Therefore, we used a =

Lmean,i
4 and b = 1 parameters after some experiments. Figure 3

shows a result of the result of tone mapping an HDR image with the described method.
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Figure 3. An example of the proposed TMO: (a) The input HDR image, in false color. (b) The CDM of (a). (c) Our
TMO.

Finally, the tone mapped image is encoded using a traditional encoder LDR encoder such as JPEG or JPEG-
2000.

3.3 Decoding Stage

The decoding stage is very straightforward. Once the tone mapped image and the CDM are decompressed, each
pixel is expanded using inverted sigmoid and the parameters of each luminance zone which are encoded in the
CDM. The inverted sigmoid in Equation 1 is used to expand the LDR pixels:



Lw(x) =
bLd(x)

a
(
1− Ld(x)

) (2)

4. EXPERIMENTAL RESULTS

In this section, we compare our algorithm with other state of the art methods for HDR image compression, such
as JPEG-HDR,30 HDR JPEG2000,33 and Spatial RGBE.5 In our evaluation, we assessed the numerical accuracy
after decompression of the proposed algorithm. In order to achieve this we used two objective metrics such as:
the Root Mean Square Error (RMSE) in the log2[RGB] domain,33 and the Multi-Exposure Peak Signal Noise
Ratio (mPSNR).16 These are popular quality metrics for testing HDR compression methods.2

The first metric, RMSE in the base 2 logarithm domain is defined as:

RMSE(I, Î) =

√√√√ 1

n

n∑
i=1

(
log2

R

R̂

)2

+

(
log2

G

Ĝ

)2

+

(
log2

B

B̂

)2

(3)

where I is the original image, Î the recovered image I after compression,n is the number of pixels in I, and R,
G, B are respectively the red, green and blue channels of I.

The second metric, mPSNR, averages PSNR values of an exposure stack extracted from an HDR image. Each
exposure is obtained by applying a simple gamma curve and exposure defined as:

T (v, c) =

[
255(2cv)

1
γ

]255
0

(4)

where c is the current f-stop, v is a color value, and γ = 2.2. Then, the mPSNR is computed as:

MSE(I, Î) =
1

n× p

p∑
c=1

n∑
i=1

(
∆R2

i,c + ∆G2
i,c + ∆B2

i,c

)
(5)

mPSNR(I, Î) = 10 log10

(
3× 2552

MSE(I, Î)

)
(6)

where p is the number of exposures (sampling uniformly the dynamic range of the image), and ∆Ri,c =

T (R(xi), c)− T (R̂∗(xi), c) for the red color channel, and so on for the green and blue channels.

In our tests, we had a database of 22 HDR images, these can be seen in Figure 4. We implemented our
compression framework with JPEG and JPEG2000 encodings in Matlab R2010b using the HDR Toolbox.2 Our
testing machine was an Intel dual core with 3Gb of RAM on a 32-bit Windows 7.

The results of our comparisons test are showed in graphs in Figure 5. In these tests, we used similar quality
setting, 95, for both JPEG-HDR and BoostHDR-JPEG, and the same compression rate, 15, for HDR JPEG2000,
BoostHDR-JPEG2000, and Spatial RGBE and JPEG-2000 using 16-bit encoding. The results are summarized
in Table 1. As it can be seen from Table 1, our method with JPEG encoding provides better results than
JPEG-HDR, with around 0.4 dB more for mPSNR, and 0.035 less in the RMSE error. This is achieved by saving
around 0.5 bpp. Regarding the JPEG2000 encoding, our method provided better results of Spatial RGBE and
HDR JPEG200. Compared to HDR JPEG2000, the second best method, we achieved nearly 0.7 dB of mPSNR
more, and 0.2 less RMSE error. However, our method consumed more memory; around 0.37 bpp. This is due
to the fact that using a sigmoid as TMO function can enhance very dark areas, which may increase the file size
because seen as important by the encoder. In fact, HDR JPEG2000 uses a linear quantization which does not
enhance dark areas.
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Figure 4. The dataset of 22 HDR images used in our tests, these images are tone mapped using Reinhard et al.’s operator.20
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Figure 5. The compression results for each image in the dataset in Figure 4: (a) the mPSNR results; i.e. higher is better.
(b) the RMSE results expressed in residual error; i.e. lower is better.

Method mPSNR RMSE bpp
BoostHDR + JPEG 37.468 0.272 3.149
BoostHDR + JPEG2000 43.122 0.171 3.352
Spatial RGBE 39.230 0.3621 4.246
JPEG-HDR 37.055 0.317 3.687
HDR JPEG2000 42.438 0.198 3.192

Table 1. The overall compression results based on the dataset in Figure 4. mPSNR is expressed in decibel (dB); i.e. higher
is better. The RMSE in base 2 logarithm is expressed in residual error; i.e. lower is better.



5. CONCLUSIONS AND FUTURE WORK

We presented BoostHDR, a novel compression scheme for HDR images. This method is based on a segmentation
tone mapping operator which can show seams. Our method shows on average higher quality at similar bpp,
around 3 bpp, when compared to JPEG-HDR when using JPEG encoder, and Spatial RGBE and HDR JPEG2000
when using a JPEG2000 encoder. The main limitation of the current method is compatibility, which can fail in
some cases. This is due to the fact we relaxed the condition of no seams which can create unpleasant images,
but they can still be inspected by final users. Another limitation is the use of a sigmoid for all dynamic range
zones; this creates an enhancement in dark areas increasing the bpp count without need.

In future work, we would like to apply different compression curves depending on the dynamic range zone.
Furthermore, we would like to investigate compression for HDR videos performing an extensive study on temporal
coherent TMO curves; i.e. filtering TMO’s statistics. In the case of HDR videos, the CDM can be further
compressed taking into account temporal coherence leading to a small overhead.
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