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Abstract

The integrated presentation of a 3D model and a descriptive text
which is strongly connected to the geometry (and, more in general,
of multiple interconnected datasets of different nature) is still prob-
lematic. This is often solved by using plugins and/or resulting in
poorly connected exploration tree (where one media is used as a
”primary content”, and the rest of the data are just used to enrich
it).
In this paper, we present a framework for the presentation, on the
web platform, of multiple heterogeneous datasets. Thanks to a
modular design, and a simple mechanism to index data structures
and messages, it is possible to design interconnected viewers, and
build a flexible system for this purpose. By explicitly annotating the
datasets with locators, which are present in all datasets, it is possi-
ble to build a strongly connected graph, and let the user explore it,
obtaining a real multi-media exploration, inside and across the var-
ious datasets. The entire system is implemented using HTML5 and
JavaScript, making it a portable solution, able to run natively inside
browsers, without additional components. We tested the system
on two practical, complex examples, both composed of an intricate
high-resolution geometry, and rich textual information.

CR Categories: I.3.6 [Computer Graphics]: Methodologies and
techniques—Graphics data structures and data types I.3.7 [Com-
puter Graphics]: Three-Dimensional Graphics and Realism—;

Keywords: webgl, multiresolution, presentation

1 Introduction

Three-dimensional models are nowadays becoming a standard
ingredient of the daily information flow that is made available to
the public. The means of creation of the models (3D modeling,
reconstruction from images, 3D scanning) and their usage in the
process of presentation call for different types of implementation,
interaction and quality.
In the context of Cultural Heritage, the use of highly detailed 3D
models is often necessary to be able to fully represent and present
the peculiarities of an artifact. This need of detail is due to the
fact that almost any decorated Cultural Heritage object (i.e. carved
surfaces, basreliefs, façades) exhibits both a macrostructure and a
microstructure. The macrostructure is basically the global shape

of the object, generally determined by its function, and its context.
The microstructure is represented by the nature, shape and signif-
icance of its decorations and their inter-relations. Being able to
show both levels at the same time is essential for the comprehension
of the artifact. We can bring, as an example, the famous Trajan’s
Column (http : //en.wikipedia.org/wiki/Trajan′sColumn).
Analyzing such an artifact is often like following a story (narrated
by the elements of its microstructure) which is winding across the
global structure of the object, moving from a decoration to another
one. Different stories and concepts can be found by following
different paths; we may say that a 3D model representing an object
of this class does ’tell a story’.
Presenting one of these objects is not an easy task; focusing in
the framework of teaching, a user (a student or scholar) should
be able to explore the microstructure following a path of its own
design (freely roaming on the 3D surface). At the same time, he
should have access to a solid textual reference for all the elements
of the decoration (free textual exploration). Finally, there should be
always a link between the textual and the 3D data (synchronization
between 3D and text view). This concept of free exploration of
a dataset and synchronization across all its elements could be
further extended to other media (a set of photos, videos, technical
drawings and surveys). Additionally, it would be extremely useful,
for a teacher preparing a lesson or for a student preparing an essay,
to build a specific, annotated, exploration path of the available
datasets.

This paper presents a modular, extendible framework for the pre-
sentation and navigation of interconnected 3D models and textual
information, where the user can explore the content in a completely
free fashion, or refer to a set of reference points that link to all
the modules of the presenter. The system is entirely based on
Javascript, HTML5 and, in particular, WebGL; this enables the sys-
tem to work without external components and plugins. The main
contributions of the work are:

• The independence of the content (3D, text) with respect to the
visualization infrastructure (HTML5 + Javascript). The mod-
ule manager generates the webpage by interpreting a small set
of xml files, which can be easily generated and modified even
without a deep knowledge of web development.

• The evolution of usual links between the different types of
data to the concept of spot, an entity which is stored indepen-
dently of the types of data shown in the presenter. The spots
interconnect all the modules in the presenter, building over the
concept of mono-directional link.

• The definition and easy creation of ’lectures’, which are pre-
defined visits of the 3D model which follow the defined spots
in order to present specific paths, or tell stories following not
only the text, but also the spatial path around and inside the
object.



Figure 1: A screenshot of the proposed system, presenting the Ruthwell Cross.

2 Related work

2.1 Integrating different media in a common environ-
ment

The use of multimedia to integrate and enhance the presentation
of complex data was studied and conceptualized since the advent
of the advanced ways to visualized images and videos [Faraday
and Sutcliffe 1997]. Also the potential of the integration of 3D
data with other types of information was clear right from the birth
of Internet. Unfortunately, their use was delayed by the lack of a
standard format for data and visualization (see next Subsection).
Nevertheless, virtual environments enriched with textual informa-
tion have been thoroughly studied in all their aspects, including not
only navigation, but also the disposition and readability of the text
[Sonnet et al. 2005; Jankowski et al. 2010], and the usability of
interaction paradigms [Bowman et al. 2003; Polys et al. 2011].

All the works above mentioned described a inherently three-
dimensional environment, where textual information was attached
to the models in a spatially coherent way. This approach did not
handle a data structure where different types of media could be
interconnected in a multi-directional fashion.
The basics of this structure were theorized by Halasz and Schwartz
[Halasz and Schwartz 1994], and the principles of approaches
based on the integration of different media in a single application
were described even before [Yankelovich et al. 1988].

More recently, two works showed approaches to combine 3D
models and textual information in an integrated fashion. The first

one [Götzelmann et al. 2007] presented a system to link textual
information and 3D models. The links on the text bring to the
display of pre-defined points of view on a 3D model, while the
arbitrary definition of a point of view activates a mechanism
that proposes the more adapt textual information. This method
shares several aspects with our one, but it was implemented as
a stand-alone application. Another recent work [Jankowski and
Decker 2012] explored the possibility of the integration of text and
3D models on the web, but it proposed two arbitrary visualization
modes: one is a typical hypertext, while the other one creates a
virtual 3D environment, where text is attached to 3D hotspots.

2.2 3D graphics on the Web platform

The Internet have been a source of different data type right from its
birth. Text, images and videos are native ingredients of a web page.
With the advent of graphics acceleration hardware, also 3D content
gained an important role. In the beginning, the visualization of
3D models in Web pages was devoted to embedded software
components, such as Java applets or ActiveX controls [ACT ].
The lack of standardization for this new content type led to the
development of several proprietary plug-ins and extensions for
Web browsers. The need to install external components prevented
from a wide use of these different solutions.

Virtual Reality Modeling Language (VRML) [Raggett 1995] in
1995 and X3D [Don Brutzmann 2007] in 2007 were action aimed
at finding a standardization. However, even though they have been
well-accepted by the community, the 3D scene visualization was
still delegated to external software components.



The introduction of the WebGL standard [Khronos Group 2009c],
promoted by the Khronos Group [Khronos Group 2009a] in 2009,
was a fundamental change. The WebGL API is a one-to-one
mapping of the OpenGL|ES 2.0 specifications [Khronos Group
2009b] in JavaScript. Hence, modern Web browsers are able to
natively access the graphics hardware without needing additional
plug-ins or extensions. Since WebGL is a low-level API, a series of
higher-level libraries have been developed to help non-expert users.
They differ from each other by the programming paradigm they
use, ranging from scene-graph-based interfaces, like Scene.js [Kay
2009] and GLGE [Brunt 2010], to procedural paradigms, like Spi-
derGL [Di Benedetto et al. 2010] and WebGLU [DeLillo 2009].
The X3DOM [Behr et al. 2009] model directly integrated X3D for-
mat with WebGL. X3DOM is currently one of the most robust so-
lutions for the integration of 3D data in websites.
WebGL has been already used to implement complex rendering
and interaction techniques in several fields, like bio-informatics
[Callieri et al. 2010], volumetric data visualization [Congote et al.
2011], interior design [Priyopradono and Perdana 2013]

3 Reading a 3D model: the modular frame-
work

The aim of this paper is to present a simple, extensible framework
for the remote visualization of the different datasets (i.e. text, 3D
model, images, videos) which describe a Cultural Heritage artwork.
This type of object is often represented with multiple, heteroge-
neous, highly interconnected datasets.
Our vision is therefore that a presentation system should be orga-
nized in a modular and interconnected manner, giving to the user
all the features needed to structure the navigation and visual pre-
sentation of the interconnected and interrelated media. Therefore,
in our approach the visualization page is composed by a series of
viewer modules, each one tailored to a specific type of data, al-
lowing free navigation. All the viewers communicate through a
manager module, able on user request to synchronize all viewers.
Additionally, another lecture module provides pre-defined explo-
ration paths for all the datasets. A user would then be able to start
browsing a dataset (e.g. the 3D model, moving spatially across the
artifact surface), then synchronize all viewers, and continue its ex-
ploration in another media (e.g. the structured text, following the
story narrated by the decorations). Alternatively, the user may want
to start following a predefined path of exploration (using the ”lec-
tures” functionality) and then, at any time, wander off the path, con-
tinuing a free exploration in a media of his choice. This will make
a true multi-media exploration, instead of having a ”main” media
(generally, the text or the 3D model) acting as as the exploration
tree, and multiple media objects to act as leafs of this tree.
In Figure 1, it is possible to see the two main modules already im-
plemented: the 3D model viewer (left side) and the structured text
viewer (right side); plus, the lecture module (below).
One of the most important features is that the data visualization of
the webpage is completely parametric w.r.t. the content. Each vi-
sualization module is independent: it is configured using an XML
file, it is able to read a specific kind of dataset, and it provides a
way to visualize it. The user may freely browse the dataset or ex-
plicitly ask for a synchronization of all viewers, using an interface
element/action specific to the kind of dataset (click on a link in the
text, double-click on a portion of the 3D model, and so on). A sim-
ple mechanism of messages is used by the viewers to communicate
with the manager module, to ask for a general synchronization. The
manager module, also configured through an XML file, is respon-
sible for the interaction between the viewers. This module con-
tains a ”table” with all the defined synchronization points, called
spots. Each spot is basically a semantic element which defines a
”location” in each dataset. When a viewer asks for a synchroniza-

tion, it indicates one of these spots. All the viewers, receiving the
”goto(spot)” command from the manager, change their view over
the dataset by focusing on the same spot. These navigation spots
are built upon the concept of single-direction links, by providing a
way to effectively merge a series of datasets in a strongly connected
graph, resulting in a seamless exploration.
This free in- and intra-dataset exploration may also be integrated
with another element, the lecture module, used to display prede-
fined exploration paths. Using a simple slides-based presentation,
the module guides the user across all the datasets, jumping from a
spot to another.
This basic scheme is quite simple to implement using JavaScript,
it is easy to configure and edit by customizing XML files but, at
the same time, it is powerful and extensible. The independence of
the viewers and the simple message mechanism enable to introduce
new types of data, by simply introducing a new viewer.

Figure 2: A scheme of the system: Viewer modules communicate
with the Manager module by calling for a synchronization, the
Manager receive the message and broadcast a command to focus
on the given spot. The same message path is used by the Lecture
module; when a new slide is presented, a signal is sento to the Man-
ager, and all the Viewers are synchronized.

A scheme of the interaction of the modules is shown in Figure 2:
the Manager module is simply a message dispatcher, that may
receive the command to synchronize all viewers by one of the
Viewers (when the user selects a spot) or from the Lecture module
(when a new slide is presented). The Manager module, upon
receiving the SynchAll command, broadcasts to all Viewers the
signal to focus on the requested spot.
The html page is almost empty: the various modules are arranged
in the page using standard html formatting, the XML configuration
files are specified at the start of the script area, and some startup
code is used to initialize the modules. Changing the subject of the
visualization is just a matter of changing the configuration files.
All the configuration and some dataset definition (like the struc-
tured text) is done using XML files. This is a completely arbitrary
choice: JSON encoding, XML or even a custom data format are
equivalent. XML was chosen because the non-computer science
people involved in the project (mainly Cultural Heritage operators)
were more familiar with this kind of encoding, and already had all
the proper tools to edit this data format (editors, viewers, exporters
from their databases).

In the following sections, we will give a short description of the
modules and XML configuration elements.



3.1 3D Viewer module

This module is used to show the three-dimensional model of the
object of interest. Since it is based on WebGL and SpiderGL
library, it runs natively in the browser, without requiring external
plugins or components.
Thanks to the higher lever wrappers to WebGL and the computer
graphics helper provided by SpiderGL [Di Benedetto et al.
2010], it was possible to bring advanced CG techniques, like
multiresolution, on the web platform. The rendering of the 3D
model uses the Batched Multi Triangulation approach [Cignoni
et al. 2005]. This multi-triangulation method re-organizes the
different detail level of the models using triangle patches as the
basic element. The rendering strategy and the data structure are
well suited for remote visualization: the server will provide the
need 3D resolution following a view-dependent metric. Hence, if
the model is visualized from afar, a low resolution model is shown.
If the user focuses on a detail, only the high resolution geometry
of that portion will be downloaded. This visualization strategy
provides a remote visualization of huge 3D models (up to hundreds
million triangles, as shown in the Section 4) with virtually no
visual artifacts and without the need of advanced hardware on the
client side.

Figure 3: The multiresolution engine underlying the 3D viewer:
while approaching to the object, smaller higher-resolution patches
are fetched from the network, and rendered.

In Figure 3, it is possible to see the underlying multiresolution
structure: the whole geometry is divided in chunks, which are
fetched from the network using asynchronous requests. Depending
on the viewer distance, for each part of the object an ”optimal”
resolution is chosen, and the needed patch, if not already loaded,
is requested. While approaching the objects, smaller and higher-
resolution patches will appear. The main advantages of this
multiresolution scheme is that the viewer will have something to
show as soon as it starts (a very low resolution model), and the
quality of the model will be refined as the exploration continues,
when higher resolution patches are loaded. Moreover, only the
parts that are examined more closely will be transferred over the
network.
The viewer employs a simple shading for rendering, more advanced
rendering methods may surely be introduced in the future, to cope
with specific needs of datasets, thanks to the shader-based structure
of WebGL. The user may change light direction, a very useful tool
to better visualize carvings (as shown in Figure 11).
The viewer is basically an empty canvas element, where WebGL
accounts for the rendering. The navigation interface on the left is
just a series of html elements, connected to functions of the viewer.
The navigation of the 3D object has been kept simple on purpose:
it uses only the left mouse button and motion, in order to be usable
on a touchscreen.
The free navigation over the 3D model is based on a simple
trackball. It is obvious that different objects do require a different
exploration method; for this reason, the type of trackball is one
of the parameters of the scene. In the Cross example, a cylindric
trackball was used, while a pan-tilt trackball was used for the
Portalada (see Section 4). Additional trackballs may be introduced

to cope with specific characteristics of the object to be navigated.
This does require a bit of skill in analysing the model, but starting
from the existing trackballs and thanks to the simple interaction
between the viewer and the trackball, the task is not difficult.

While hovering with the mouse over an ”active” area of the object,
semi-transparent panels appear, to show the user that an area is
covered by a spot, and a synchronization may be asked. These
panels have been created manually inside an external tool (i.e.
using Blender) and exported as a list of points. See section 3.5 on
data authoring for more details. Double click on one of such panels
triggers the synchronization of all the viewers.
When the module receives the message to synchronize to a given
spot, the view position of that specific spot is retrieved from the
dataset and the rendering is modified accordingly. The viewpoint
is animated smoothly from the current to the desired position; the
animation when going from one spot to another is an important
feature, since it helps the user not to get lost.
Figure 4 shows the format of the XML describing the 3D scene for
the Cross example in Figure 1.

Figure 4: An example of the XML configuration file describing the
3D scene.

Beside some basic description of the scene (i.e. background color),
two elements have to be defined: the 3D model, and the trackball.
The 3D model is defined as single instance of a mesh, which
is read from a file containing the multiresolution structure. The
trackball, used for the navigation, is configured specifying its
type (in this case, cylindric), and providing parameters describing
the limits of user movement (chosen accordingly to the size of
the current 3D model), and the starting position. Additionally,
the XML configuration file contains the ”spatial” information for
all the spots, used by the viewer to focus to a given spot (upon



receiveing the synchronization command), and to render and let
the user pick the area of the spots. This is, for each spot, a set
of trackball parameters used to frame the interested area, and a
series of points, used to build a simple polygon to be rendered (and
picked). This information could also reside in the main spot table
inside the Manager module but, given its spatial nature and the fact
that it is strongly correlated to the 3D model, it was decided to
store it inside this module.

3.2 Structured Text module

This module is used to present a structured text to the user. The
text, describing the object, is structured in the sense that is divided
in sections (rendered as tabs) and subsections (rendered as titled
paragraphs), according to some logical or spatial properties. For
example, in the case of the Cross, the text describing the carved
panels was divided in four sections, one for each side; and, for each
side, there is a subsection describing each panel.
Each tab is connected to a spot, and changing tab invokes a syn-
chronization. Similarly, the paragraph titles (each one connected
to a spot) act as links. When the module receives a synchronizing
command, it changes the tab and scrolls the text until the paragraph
describing the selected spot is displayed. The paragraph is also
shortly highlighted.

Since the text is almost static, i.e. the functionalities to display
the text, interact with tabs and scrollbars, and select a spot for the
synchronization can be achieved easily enough with standard html
elements (plus some help from JQueryUI). However, to maintain
the independence between the visualization page and its content,
the html code is not hard-coded into the page, but generated when
the page is loaded. The structured annotated text is read from the
XML configuration file into a structure in memory, transformed in
html and injected into an empty DIV.
Figure 5 shows a portion of the XML file describing the configura-
tion for the structured text module, as it is used in the example in
Figure 1.

Figure 5: An sectrion of the XML configuration file containing the
structured text.

The two-level structure of the text is encoded in a nested XML
structure; the description of each panels is inside a panel element
(each one specifying a title and a spot), an the panels are grouped

into tab elements (again, specifying a title and a spot). Since the
spot ID for each element is already specified in each XML tag, all
the need information used by the viewer to display spots for picking
and to scroll the text when a synchronization commend is received.
At the moment, the formatting of the text is quite limited,and it
is only supporting a basic subdivision in paragraphs. We are cur-
rently working on a better annotation system, to be able to render in
a more structured way text elements like transcriptions, formatted
poetry, and special symbols.

3.3 Manager module

While this is the core module, used by the viewers for the syn-
chronization, it is the simplest entity in the system. The manager
contains the table of spots and acts as a message dispatcher. When
one of the viewers asks for a synchronization, the manager sends a
message to all the viewers containing the unique ID of the selected
spot. The manager is also used by the lecture module, when the
predefined path is presented to the user.
Figure 6 shows some of the spots defined in the XML configuration
file for the manager, used in the example shown in Figure 1.

Figure 6: Some spots, as specified in the XML configuration file
used by the Manager module.

The parameters of the spot are just, at the moment, the unique ID
and an extended name. Additionally, some other general purpose
fields are used to specify some properties, like the tooltip and a
color value, that may be used by all the viewers when rendering the
spot; in this way, these values will appear uniform throughout the
presenter. The actual location of the spots inside each dataset (for
rendering and picking), is stored in each viewer, in the annotated
dataset.



3.4 Lecture module

This module is used to present predefined exploration paths to the
user. The paths are built, in form of ”lectures”, using the available
spots. A lecture is a series of elements called slides, composed by
a title and a text, which are connected to one of the spots. When
the slide text is presented, the manager is triggered to synchronize
all the viewers to the correct spot.
The XML configuration of the module, shown in Figure 7, is quite
simple. Additional elements, like images, or a more structured
formatting may be introduced in future versions.

Figure 7: An example of a lecture xml descriptor

Multiple lectures may be defined in the configuration file. The
module renders in a DIV a simple interface (visible in Figure 1,
on bottom), letting the user choose the lecture and follow the slides.

3.5 Dataset Authoring

Since our system is basically a presenter, it is important to also
discuss how the content is created. Each viewer in the system is
using an ”annotated” dataset; annotated in the sense that some
points/locations/areas of the dataset have been marked with a
certain spot ID. The authoring is then, basically, the generation of
a list of spots, and the marking of datasets.

In the examples presented in this work, all data were manually
prepared. The structured text was generated by isolating parts from
existing texts, or written explicitly for this tests by experts. Starting
from the text, already partitioned in sections, the annotation was
quite simple, only requiring the encapsulation of the text portions
inside the appropriate XML tags. The view parameters in the 3D
viewers, used to set the focus of the viewer to the various spots
were manually defined using the viewer itself. Just by moving to
the desired position and pressing a key, it was possible to save
the view parameters, and add them to the dataset. The definition
of the semi-transparent panels was a bit more complicated; the
panels were modeled inside Blender, and exported as a series of
points. While this procedure is not very long (one hour to define all
the panels for the cross), it is nevertheless complex, and it would
become much more accessible with a simple editor integrated into
the viewer.
While this completely manual method was effective, and not too
cumbersome, the only way to make the system really usable, is
the introduction of an authoring system. Given the needed data,
it would be possible to implement it completely as a web-based
application; most of the data can be entered in simple forms,
or edited/configured in modified versions of the viewers. This

would be especially true for the authoring of the 3D elements:
the 3D viewer could be modified to include a simple interface for
the definition of views and the creation of the clickable panels.
This ”visual” interface could be really helpful for users without
experience in data encoding, XML and web programming.
Additionally, a different option would be just supply a series of
XML templates, to be filled by the user with information, using
an XML editor of its choice. A series of XML schemas would
then be used to validate the prepared files, before being loaded by
the system. This is a more manual approach, but could be faster
for users (like web designers and copywriters) which are used to
manually edit configuration/content files.

Finally, since all the configuration and dataset files are XML, it is
also possible to write simple exporters from already existing tools
and databases, especially for those kind of data like the structured
text or the lecture. In this way, it would be possible to convert pre-
existing material to be used in this system. This final option would
be useful when a bulk of data which fits nicely in this presentation
paradigm was already available, and a manual conversion would be
too cumbersome.

4 Examples and discussion

The modular framework presented in this work was tested on
two real cases. The examples had a high resolution 3D model
available, and shared some common features, like the highly
decorated surfaces and the symbolic and narrative meaning of each
sub-portion, which could be linked to others following different
conceptual paths.
Nevertheless, the two objects were different in shape, in number
and in arrangement of the narrative elements, so that their naviga-
tion needed to be managed in a different way.

The first example was the Ruthwell Cross. The Ruthwell Cross is a
stone Anglo-Saxon cross probably dating from the 8th century. It
is both the most famous and elaborate Anglo-Saxon monumental
sculpture, and possibly the oldest surviving ”text” of English
poetry, predating any manuscript containing Old English poetry.
On two sides, it shows (in runic alphabet), portion of the poem of
The Dream of the Rood.
The Ruthwell Cross, like most of the Anglo-Saxon and Irish
crosses of the same period, presents narrative carvings, mainly
arranged in panels: the north and south sides contain figurative
relief carvings, while the west and east sides are decorated with
vine tracery. Latin and Runic text inscriptions are present.
This important artifact, and in particular its relationship with
the poem is the focus of the the Visionary Cross Project
(http://www.visionarycross.org/). This interdiscliplinary initiative
is very interested in the study of this 3D-textual relationship, and
the generation of the 3D model of the Cross was also an effort to
study the poem text in its three-dimensional space. The Cross was
the object that started the development of the presented system:
the original idea was to display the 3D model of the Cross, plus a
descriptive text, strongly linked to the digital model, to be used as
a school text for the scholars and experts of Anglo-Saxon studies.
The viewer modules and the manager would represent a sort of
online textbook, to be used as a support for teaching and studying.
The lecture manager was introduced both for teachers (to prepare,
as the name says, a lecture using the material contained in the
online textbook) and for students (to prepare essays). The plan was
to then go a deeper level, and establish the linkage between text and
3D not at the level of panels, but at the level of the carved runes.
During the development, however, it appeared clear that the system
could be made into a more flexible tool, configurable and usable to



present an entire class of object with similar characteristics.
The presenter content was obtained using a high resolution 3D
scanned model of the Cross, and the consolidated description of
the elements of the Cross. The model shown in the screenshots
is a 120 Million triangle mesh, with ambient occlusion baked on.
Based on this, the list of spots linking textual content to view
position (see Figure 8) was easily created, and a lecture following
the Gospel stories in a chronological way was added.

Figure 8: Picking a spot

The 3D navigation is structured in a cylindrical fashion: right and
left mouse drags produce a rotation around the object, while the up
and down drags shift vertically the cross along its axis. The choice
of a constrained navigation, while limiting the possible viewpoints,
greatly simplifies the visualization of an object by providing an
interaction which is tailored to its shape.

Figure 9: Following the Lecture

Figure 9 shows the visualization when the lecture is followed. In
this case, both the 3D and the text modules are updated to show the
chosen spot, so that the user can take advantage of the 3D view,
the (highlighted) basic text, and the additional information in the
lecture model (bottom part of the screen).

The second test case was the Portalada of Ripoll. The Portalada
is the decorated arc of the entrance of Santa Maria monastery,
located in the town of Ripoll. The portal dates around the middle
of the twelfth century, and it is one of the most monumental
examples in terms of the sculptural decoration, in the field of

Catalan Romanesque school. It is shaped as a triumphal arch, and
it has a decorative profusion of Old Testament scenes carved by
anonymous sculptors, following tales of the Bible. Also in this
case, a highly detailed 3D model was available [Callieri et al.
2011]; the model used in the test was a 170 Million triangles mesh,
with photographic color mapped per-vertex.

Figure 10: The presenter configured for the Portalada de Ripoll,
the same layout of the cross, but with the Portalada content.

While searching for material, we discovered a Website
(www.romanicocatalan.com/Ripolles/Ripoll/ripoll03.htm),
providing a detailed description of the portal, which was already in
a suitable format for the system, because it divided the monument
in zones, and described each carved scene in detail. Moreover,
additional information about the ”stories” of the Bible followed
paths through the portions of the portal. While extremely detailed
and informative, the Webpage was structured in a classic fashion,
resulting in a series of very long pages, so that a non-linear, spatial
exploration was nearly impossible. Hence, we decided to try
transferring the information of the page on our presenter. The same
high-level and low-level (respectively the tabs in the text module
and the selected panel, both visible in Figure 10) subdivision was
chosen, and the textual information was assigned to each spot of
the geometry and to the elements of the lectures.
The new presentation proved to be successful, because the struc-
tured organization of the text was enhanced by the availability of a
high quality 3D model, which strengthened the description of the
portions, providing new ways to explore the surface. Fore example,
Figure 11 shows how a simple change of light direction can greatly
enhance different features of the object of interest.

Figure 11: A portion of the Portalada de Ripoll under different
light conditions (left, frontal and right illumination direction)

Due to the different shape of the portal, which was more similar
to a classic basrelief, the constrained navigation was modeled
following a pan-tilt strategy, were the user could freely move in
front of the object and tilt its view direction. Due to the flexible
structure of the framework, the change of navigation fashion was



obtained only by indicating a different option in the trackball
description of the XML scene.
The creation of the textual content for this example took two hours
of work using a common text editor, showing that configuring
the framework for a new object is fully possible, thanks to the
separation of the content w.r.t. the visualization code.

The examples above show how it is possible to easily create a pre-
senter for complex 3D objects with structured textual information.
The framework can be easily adapted to any type of tutto-tondo,
planar or cylindrical objects, but it could also be used for indoor or
outdoor spaces like rooms or squares (introducing other navigation
paradigms). The direct application to more structured objects,
like archeological or architectural sites, could be more difficult
due to the issues related to navigation and exploration of multiple
environments. Nevertheless, a solution to this could be to create
a set of presenters, one for each room or peculiar place, possibly
linked through a higher level structure acting as an index.

5 Future additions

The work presented in this paper is still ongoing and, exploiting
the modularity of the system, the next steps will be focused on the
addition of more viewers: a general purpose Image Dataset Viewer,
and a Viewer specific for the runic text (and its transcription)
inscribed in the cross.
The Image Dataset module will be focused on presenting to the
user a collection of images/photos, with the ability to browse the
dataset and zoom into images. To avoid linking a spot only to a
specific point on a single image (which is quite simplistic), we
will follow the concept of the PileBars [Brivio et al. 2012], where
a thumbnail bar is dynamically rearranged according to some
distance metric in the image set (for example, the closeness of the
framed subject). In this way, focusing to a spot will reorder the
dataset by bringing in foreground all the images framing (or near
to) the selected spot.
For the Runic viewer, we will concentrate on the visualization
of the various different transcriptions and annotated texts of the
runic inscription on the Cross, which is the most important subject
of study on the Cross. The idea is to be able to explore the
transcription at different levels (sentence, word, rune) while always
preserving the connection between the transcription and the signs
on the 3D model.

On a longer time scale, as already mentioned in Section 3.5, a
proper web-based authoring system will be made available, in or-
der to help the easier creation of the annotated datasets, and the
composition of the visualization page.

6 Conclusions

In this paper, we presented a modular, extendible framework
for the presentation and navigation of interconnected 3D models
and textual information. The user can explore the datasets in
a completely free way, or take advantage of a set of reference
point (spot) that link to all the modules of the presenter. The
spots can be further grouped to easily create lectures following
different conceptual paths. A multiresolution implementation en-
ables to visualize and navigate extremely dense 3D models, so that
even very complex artworks can be shown and analyzed in realtime.

The system proved to be easy to use and very flexible, since an ap-
pealing visualization of a generic object is automatically generated

only by changing the XML content files. The creation of the infor-
mative content does not need any previous skill in 3D visualization,
since the Webpage is automatically arranged by the module man-
ager.
The system structure was designed to be fully extensible, in order
to be able to include every type of information (images, videos,
sound..) that could help in enhancing the richness and the intercon-
nections of the dataset describing an object of interest.
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