THAL-k: TalkingHead Animation Library

[abstract]

We present here the first release of an SDK (Software Development Kit) for mobile devices supporting the animation of 3D talking heads: THAL-k. The SDK is constantly evolving and here we discuss the features of version 1.0. This library is thought as a support for all the developers wishing to build applications on smartphones or tablets including avatars to enhance the interaction functionalities. The main challenge we face is to provide developers with a complete SDK for the creation, customization and real-time animation of the models.

[THAL-k]

THAL-k includes all the models needed for the animation. In more detail, we have different meshes to represent each part of the head. For the entire head we use ten meshes: one for the skin surface, two for the hair (male and female) with relative textures, four for the tongue, throat and teeth (upper and lower) each with the appropriate texture, two for the eyes with related textures. We use the fifty meshes for the labial movements. These fifty meshes are subdivided into different subsets. Every subset is a ten mesh group necessary for each preloaded phoneme. In the subset, every mesh represents a different openness degree of the mouth following the phoneme pronunciation. In this way, playing with the mesh visibility, we obtain the labial animation. The texture necessary for the skin model is stored in the application’s resources, but it is possible to use textures loaded from the SD card. In our library, there are two default faces’ textures, one representing a man and another one for girl representation.

The work presented here is also due to a collaboration between University of Cagliari and Athios S.r.l., an SMI based in Sardinia. Athios have several business projects based on this work, especially using talking head in the field of tourism. Another perspective field of interest is in the medical environment, mainly for people affected by neurodegenerative diseases.

The next plans for the extension of THAL-k are:
• Personalize the 3D avatar starting from a photo taken on a mobile device, using a matching algorithm to decide which of several 3D models is more similar to the picture for its 3D representation; to obtain this it is necessary to extract the salient points of the image using a classification of the picture according to certain pre-established measures;
• Animate the model in a more fluid and realistic way increasing the number of meshes in the set used for animation, using techniques like eye blinking and look around animation;
• Provide off-line processing tools in order to refine avatars and customize their geometry and texture.
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[animation]

* A phoneme with different degrees of openness (1/10, 5/15, 10/10)
* Read the effect with (0/10) support for detailed information.

Screenshot from running application on HTC Sensation

Fabio Sorrentino
Università di Cagliari
sorrentino@gmail.com

Riccardo Sorrentino
Università di Cagliari
riccardosorrentino.it